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Model-baseddesigr

A Designing products always more complex

A Needs for better design methods

Thorough requirement capture (documentation)
Precise specifications

:
:
I Models and Prototypes

A Early simulation and evaluation (by analysis)

dzii X



Model-baseddesigr

A Designing products always more complex
A Needs for better design methods
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really efficient
A Why nottrue formal Models of Computations
at that stage ?
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Our casemulticore (homo/heterogeneou$

ambitionisto provideadequateformal frameworks
where mappingoptimizationand analysiscanbe studied
with mathematicaltechniques andheories

What kind(s) of Applicatiormodels
Colele

A 4
Architecture = Network of Processors
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Sandy Bridge: Overview

Integrates CPU, Graphics, MC,
| PCI Express* On Single Chip

e — e~ -

High BW/low-latency modular

 Next Generation Intel® Turbo 7coreIGFX interconnect

| Boost Technology -
o — Substantial performance
High Bandwidth improvement
Last Level Cache
Intel® Advanced Vector
Next Generation Processor Extension (Intel® AVX)
| Graphics and Media
' Integrated Memory Controller
~ Embedded Display Port . 2ch DDR3
Yo Embed Intel® Hyper-Threading
Discrete Graphics Support: To(:omroll:re 7 Technology
| 1x16 or 2x8 4 Cores /8 Threads

2 Cores / 4 Threads

IDF2010

. g : ; INTEL DEVELOPER FORUM
Sandy Bridge - Intel® Next Generation Microarchitecture
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Intel SingleChip Cloud computer prototype

Dual-core SCC Tile

Memory Controller
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& Don’t Forget the On-Chip

Communications Architecture
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Certification

A Safetycritical software (and systems) must be qualified before
put in realuse

A This concerns mostly the process (and tools) used in design

A Formal methods and verification are becoming more and more
required

International safety standards:

A DO178B for Military and Aerospace Industries
A IEC 61508 for Heavy Equipment, and Energy
A EN 50128 for Rail Transportation

A SO 26262 foRoadvehiclesiautomotive)

A IEC 60880 compliant for Nuclear Energy
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http://en.wikipedia.org/wiki/File:V-model.JPG
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Validation
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Formal V&V
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Software Engineering case swey
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Validation/verification

€mmmmm e ———————— == > . ]
_ assumptions
[ requirements -
Specification
Model

A Currently, vertical refinement/composition is only performed manually
(different people/teams)
A Inside each level, one can hope to establish clear formal relations
I Property checkingvérequirements, possibly under assumptions)
I Equivalence/soundness checking (of engineevsigrmal model)




Main objectives

A Complex system desigfwith and beyond software)
I Several development phases, complex design flow

I Often models involved model engineering ?

i Issues witlcorrectnesd 0 SYLI2Z NF £ £ Fdzy Ol A
assembling component parts (with legacy reuse)

A Questions:

I What relations between engineering models and formal
mathematical models
A Pointwisetheories, fruitful under precise semantic restrictions
A Mathematical analysis, either static or dynamic
I What relations with code and programming languages ?
A Executable specifications with operational semantics, formal scheduli



Models ofComputations shoul@e

A Sound/correct (to the system they are to represent)
A Highlevel/sufficiently complete(golden specifications)
A Easy to use and understand
(parsimony of concepts, primitive notions)
A Mathematically wellHfounded (Time!)
A Supporting useful analysis
(to be inserted meaningfully in a design flow
A Executable (rudime, simulation)
A Needs in system structuring as well as dynamics



Systems: structure and behav

In general, a system is:

A constituted of components, interacting in a
collaborative or hierarchical fashigatructure)

A evolving, as a result of the composed functional of its
components(behavior)

a system changes state through time; time is counted in numbet
actions/operations

A In highly dynamic systems the division is blurred, as
structure Is transformed by behaviors; rarely the case
In embedded systems (never in our case)

See UML and elsewhere, models divided between structural anc
behavioral ones

Course on Formal Methods for Embedded Systems, UNSA EDSTIC Research Master, 2007



Individual components
A Statebased/state diagrams

Hierarchical finitestate machines
(FSM)

Labels cover actions and
communication events

Synchronous extensions widely used
in switching theory (Mealy/Moore)
Communicating sequential processes
(CSP/ICCS, process algebra)
Timed/hybrid extensions

A Activity-based/activity diagrams

DataFlow Process networks (DF PN)
Streaming/pipelined computations
Many variants; used for scheduling
and mapping purposes

Formally close to components, but
flow are oriented and dynamic
Timed extensions

System modeling

Component assembly platform

A Component/block diagrams
I Black box containers, showing
ports for interface on surface
(meant to contain individual
components or subsystems)
I Indicate connectivity and
topology of interactions



Static structure

Most often the case for Systefrevel ModelDriven Engineering.
Strong assumption:

A It defines a subclass of systems being modeled

A No recursive dynamic method invocation / thread creation

A Instead, (static) concurrency from interacting components

A Softwaresomehowsimilar to hardware or physical (discretized)
environment: reactivdCyberPhysical System design)

A After system elaborationonly data transfers and control mode

changes




Structure: components/blocks + por

i Forward_channel -
‘—

interconnect

<4 <4
. Backward _channel .

A Ports for input/output interfacegdata values, but also events such as methoc
invocation ?)

A Renamingsnd links for instantiatioftactual instead of formal parameters)



System dynamic:

Control part:
program counters, current configuration

Data part:
memory values

Input/Output

Interface interactions
external reads/writes

| —>| cCondition/Action —> (O

Guard/Condition part:
required to execute the action (control)
possibly differenbranchings
Effect/Action:
Instructs operations on the memory

Control partand Data partupdated

Then (dynamic) structuring/programming operators used to combine instruction:
(sequence, ithen-St & ST dork@reddypatailelism?)



System dynamic:

Concurrency/parallelism:

A Actions may consumes and
produces several data from
several states/places

A States may contain several data
at once (multiple instances)

A Action execution thus enforces
some amount of synchronization

A Data availability may enforce
mutual exclusion

Next State




Modeling styles for concurrenc

A General digraph cas€etri Nets
I Focuses on computation ordering, not data values
| StateshA Places ActionsA Transitions

I Places and Transitions may have several sources and targets
(concurrency)

I Data abstracted as tokens (may be several in same place)
A Restricted state connectiondata-Flow Process Networks
| StatesA Channels, Actiond Computation Nodes
I A channel has only one source and one target (unlike Actions

A Restricted action/activity connectiongutomata
I An Actionhas only one source and one target (unlike States)
I Other means to include concurren@utomata networks)

A Process algebra&CS, CE€bmmunicating Sequential Processes)
A In all cases, hierarchical design is an issue



Petri Nets (general principles)

Places/states represent resources (such as data) as tokens

Transitions represent computations
I Places and transitions are formally considered gsamllel

I A transition is executed (fired) by consuming one token in each of its inp
places, and producing one in each output one.

I Several transitions magonflict for the same token (in same place)
i Distinct initial markings may cause very different behaviors

I Shared tokens used to model semaphore and mutual exclusion
|

" Because oérithmeticson token numbers, high expressivity (but not
Turingexpressive)

Functional correctness
i A transition calledive if infinitely oftenfireable (decidable, very complex)

i A place is calledafe (k-safe) if token number bounded (by k) (decidable)
A Issues with Petri Net compositigmerge transitions, places?)



Hierarchical Automata and State{*}Charts: principle:

Every action has only one incoming (and outgoing) state
Every (local) state contains at most one data/token

A Flat: Communicatin§equential Processes
A Hierarchical OR/ANDstates

I OR states: distinct successive control states of a single automaton
I AND: parallel surlautomata in a macratate (modes)

A Global states usually sets or vectors of local states



Hierarchical Automata and State{*}Charts: variants

according to label@ised forsynchronisatio

A LOTOScommon actiomendezvous
A CCSCSPsend/receiverendezvous

A Mealy/Moore machines: synchronous systems, several
simultaneous signals/events/behaviors in a single transition,
and logical dependence inside the transition (reaction)

I States sets of registers, Input (Output) set of signals

I Nextstate and output functions asooleanformulae on input and
current states



FSMs with data
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SyncCharts/Esterel

Parallel macrostate
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Modeéliser, analyser, optimiser, compiler...

Proposition de projet Aoste, CP Sophia 7 juillet 2003



Mathworks Stateflow



